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ABSTRACT

This Essay describes emerging big data technologies that facilitate horizontal cybersurveillance. Horizontal cybersurveillance makes possible what has been termed as “sentiment analysis.” Sentiment analysis can be described as opinion mining and social movement forecasting. Through sentiment analysis, mass cybersurveillance technologies can be deployed to detect potential terrorism and state conflict, predict protest and civil unrest, and gauge the mood of populations and subpopulations. Horizontal cybersurveillance through sentiment analysis has the likely result of chilling expressive and associational freedoms, while at the same time risking mass data seizures and searches. These programs, therefore, must be assessed as adversely impacting a combination of constitutional rights, such as simultaneously affecting both First and Fourth Amendment freedoms.
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INTRODUCTION

Big data facilitates frictionless surveillance for the sake of cybersurveillance. In big data cybersurveillance regimes, anyone engaging in digital communications can be either a source of data to fuel the cybersurveillance machine or a legitimate target of investigation. Because of the scope of developing technologies, even public presentation of one’s face or body can be subjected to data storage, collection, and analysis. Thus, theoretically, any activity or non-activity can be captured by cybersurveillance technologies that in turn subject the individual to a much larger cyber-surveillance apparatus. Other technologies seek to capture and analyze content for community sentiment, potential crimes, or threats of terrorism. Such technologies include “social radar” technologies, which can “rapidly achieve situational awareness of the human environment, identify alternative courses of action—whether through words or deeds—and better understand the potential outcomes of those actions.”

---

1 The phenomenon of what has been termed the “big data revolution” has been the focus of extensive and important research. See, e.g., BIG DATA CHALLENGES: SOCIETY, SECURITY, INNOVATION AND ETHICS (Anno Bunnik et al. eds., 2016) [hereinafter BIG DATA CHALLENGES]; BIG DATA: AN EXPLORATION OF OPPORTUNITIES, VALUES, AND PRIVACY ISSUES (Cody Agnellutti ed., 2014); JAMES R. KALYVAS & MICHAEL R. OVERLY, BIG DATA: A BUSINESS AND LEGAL GUIDE (2015); PRIVACY IN THE MODERN AGE: THE SEARCH FOR SOLUTIONS (Marc Rotenberg et al. eds., 2015) [hereinafter PRIVACY SOLUTIONS]; danah boyd & Kate Crawford, CRITICAL QUESTIONS FOR BIG DATA: PROVOCATIONS FOR A CULTURAL, TECHNOLOGICAL, AND SCHOLARLY PHENOMENON, 15 INFO., COMM. & SOC’Y 662 (2012).


3 See Jack M. Balkin, THE CONSTITUTION IN THE NATIONAL SURVEILLANCE STATE, 93 MINN. L. REV. 1, 3 (2008) (“Government’s increasing use of surveillance and data mining is a predictable result of accelerating developments in information technology. As technologies that let us discover and analyze what is happening in the world become ever more powerful, both governments and private parties will seek to use them.” (citations omitted)).


5 See, e.g., James Risen & Laura Poitras, N.S.A. Collecting Millions of Faces from Web Images, N.Y. TIMES, June 1, 2014, at A1 (discussing how the Snowden disclosures showed the NSA used facial recognition technology on images taken from the Internet); Nate Berg, What Happens When You Ask to See CCTV Footage?, GUARDIAN (Sept. 22, 2015, 2:30 EDT), https://www.theguardian.com/cities/2015/sep/22/cctv-cameras-capture-almost-every-move-on-city-streets-what-happens-when-you-ask-to-see-the-footage [https://perma.cc/2YJZ-8D3C] (“In the United States, where citywide surveillance systems, police car-mounted automated license plate readers and body-worn cameras are being adopted across the country, many are concerned about the lack of regulations controlling how this data is being collected, stored and made available, especially when the collection is happening in public spaces.”).

6 See infra Part I.

Constitutional law scholars Jack Balkin and Sanford Levinson warn that the “National Surveillance State” is upon us. In the National Surveillance State, a ubiquitous surveillance governance system “will be developed by Congress and particularly by military and civilian bureaucracies within the executive branch.” Such a state would rely on “surveillance, data collection, collation, and analysis to identify problems, to head off potential threats, to govern populations, and to deliver valuable social services.” Balkin explains that the National Surveillance State will use surveillance and analysis conducted by private parties as a feature of governance. Surveillance technologies developed by corporations, as well as by defense contractors, have been provided to public law enforcement agencies.

In the United States, the law has yet to match the speed with which cybersurveillance technologies have developed, and many scholars have theorized how the law can—or should—change to keep pace with technology and to preserve constitutional protections. The Constitution reflects metaphysical ambitions and a natural

9 Id. at 490.
10 Balkin, supra note 3, at 3.
11 Id. at 4.
rights philosophy. As individuals’ lives have become increasingly intertwined with technology, constitutional harms have become increasingly hard to define. Thus, individual rights, as articulated by the Bill of Rights, must be interpreted as interrelated in the National Surveillance State. The interrelationship of constitutional amendments is critical as constitutional harms become entangled by mass surveillance, including horizontal cybersurveillance.

The relationship between the First and Fourth Amendments, for example, is necessary to recognize in such a system of governance. The First Amendment protects expressive and associational rights. The Fourth Amendment protects “[t]he right of the people to be secure in their persons, houses, papers, and effects, against unreasonable searches and seizures.” The Fourth Amendment has been recognized as affording “a constitutionally protected reasonable expectation of privacy.” Courts have recognized that the two protections are linked—survival of First Amendment rights is

---

15 See Chester James Antieau, Natural Rights and the Founding Fathers—The Virginians, 17 WASH. & LEE L. REV. 43, 43, 46–49 (1960) (discussing how the Founding Fathers were aware of natural rights, as evidenced through their writings); see also Cox, supra note 14, at 36, 38 (noting the influences on the Constitutional Convention).

16 See, e.g., VIKTOR MAYER-SCHÖNBERGER & KENNETH CUKIER, BIG DATA: A REVOLUTION THAT WILL TRANSFORM HOW WE LIVE, WORK, AND THINK 11 (2013) (describing the ways individuals use technology in their everyday lives).


19 U.S. CONST. amend. I (“Congress shall make no law respecting an establishment of religion, or prohibiting the free exercise thereof; or abridging the freedom of speech, or of the press; or the right of the people peaceably to assemble, and to petition the Government for a redress of grievances.”); see Tinker v. Des Moines Indep. Cmty. Sch. Dist., 393 U.S. 503, 513 (1969); NAACP v. Alabama, 357 U.S. 449, 462 (1958).

20 U.S. CONST. amend. IV.

dependent upon the protections of the Fourth Amendment.22 The Fourth Amendment “provide[s] citizens with the privacy protection necessary for secure enjoyment of First Amendment liberties.”23

Thus, as technologies are developed to track and analyze sentiment and expression,24 it is essential to consider the potential effect of big data cybersurveillance on the Constitution and the impact of near-constant, real-time surveillance on a democracy.25 As part of the Symposium Big Data, National Security, and the Fourth Amendment, this Essay preliminarily explores some constitutional challenges to the Fourth Amendment that may result in light of emerging big data technologies that facilitate horizontal cybersurveillance capacities. This Essay is descriptive in nature and, thus, it does not aim to offer a legal analysis of the impact of horizontal cybersurveillance. Rather, it offers a very brief overview of how national security policy is currently embracing the phenomena of sentiment analysis as a technological outgrowth of horizontal cybersurveillance.

This Essay proceeds in two parts. In Part I, this Essay describes how, increasingly, the military and the intelligence communities rely upon “collect-it-all” programs to enhance national security decision-making and counterterrorism policy. Part I focuses on how big data facilitates a synergistic and dependent relationship between national security decision-making and developments in cybersurveillance. Part II

---


23 Reporters Comm., 593 F.2d at 1054.

24 See infra Section I.C.

explores how horizontal cybersurveillance makes possible what has been termed as “sentiment analysis.” Sentiment analysis can be described as opinion mining and social movement forecasting. Through sentiment analysis, mass cybersurveillance technologies can be deployed to detect potential terrorism and state conflict, predict protest and civil unrest, and gauge the mood of populations and subpopulations.

The Essay concludes that horizontal cybersurveillance through sentiment analysis has the likely result of chilling expressive and associational freedoms, while at the same time risking mass data seizures and searches. These programs, therefore, must be assessed as adversely impacting a combination of constitutional rights, such as simultaneously affecting both First and Fourth Amendment freedoms. The blending of constitutional harms that results from new big data national security technologies must be protected through an interpretive blending of multiple Bill of Rights protections.

I. RELATIONSHIP BETWEEN BIG DATA NATIONAL SECURITY POLICY AND BIG DATA CYBERSURVEILLANCE

A. Overview of Big Data National Security Policy

Understanding big data cybersurveillance and big data governance requires understanding big data. Although scholars have discussed its characteristics and complexities, big data does not have a specific definition. Big data is often explained in terms of “three Vs”—volume, velocity, and variety—although other experts add other “Vs”: vision, verification, and valuation. Volume and variety refer to the capabilities of big data analysis to absorb vast amounts of data from a multitude of sources. For big data tools to work effectively, they require enormous amounts of


28 See Berman, supra note 27, at xv. Regarding the veracity of the underlying data, it is important to remember, as then-Judge Gorsuch explained it: “Garbage in, garbage out.” United States v. Esquivel-Rios, 725 F.3d 1231, 1234 (10th Cir. 2013).

Big data is not defined solely by the amount of data—it is also about the complexity of the data sets, and thus some argue that “the high degree of permutations and interactions within a data set . . . defines big data.” The three Vs require “cost-effective, innovative forms of information processing” with the goal of achieving “enhanced insight and decision making.” As defined by the National Science Foundation, “Big Data Science & Engineering” is about using information analysis and supervision to obtain information from “large, diverse, distributed and heterogeneous data sets.”

Big data science permits the creation of data infrastructure as well as new algorithmic and analytic data tools. Big data technologies are necessarily outside human capacity because big data requires supercomputing and machine learning—accordingly, humans require computer assistance, such as algorithms, to process the data. To understand the shift in governance from a small data surveillance world to a big data surveillance world, it is helpful to understand the distinctions between small data surveillance (vertical surveillance) and big data surveillance.

---

30 See Uthayasankar Sivarajah et al., Critical Analysis of Big Data Challenges and Analytical Methods, 70 J. BUS. RES. 263, 265 (2017).
31 See Big Data Conundrum, supra note 27.
34 See id.
35 See MAYER-SCHONBERGER & CUKIER, supra note 16, at 11–12.
36 “Small data” has been described, generally, “as solving discrete questions with limited and structured data, and the data are generally controlled by one institution.” Andrew Guthrie Ferguson, Big Data and Predictive Reasonable Suspicion, 163 U. PA. L. REV. 327, 329 n.6 (2015) (citing Berman, supra note 27, at 1–2). For a list of important recent works detailing the legal and privacy implications of transformative technological developments like the Internet and technological innovations in surveillance capacities, see Margaret Hu, Small Data Surveillance v. Big Data Cybersurveillance, 42 Pepp. L. Rev. 773, 776 n.2 (2015).
37 In an earlier article, I used “the term ‘small data surveillance’” . . . as a way to mark a contrast between traditional intelligence gathering methods (i.e., ‘small data surveillance’) and newly emerging intelligence methods that are digital data-driven, dependent upon supercomputing capacities, and capitalize on big data phenomena and tolls (i.e., ‘big data surveillance’).” Hu, supra note 36, at 776 n.3. I adopt the same definition here.
38 Multiple authors have addressed the characteristics of “big data” and the challenges posed by big data technologies. See generally, e.g., Big Data Challenges, supra note 1; Kalyvas & Overly, supra note 1; Privacy Solutions, supra note 1.
39 For a list of scholarship that “use[s] the term ‘big data surveillance’ to describe how surveillance methods are evolving in light of the emerging pervasiveness of big data technologies,” see Hu, supra note 36, at 778 n.8.
surveillance (horizontal cybersurveillance and indiscriminate bulk collection of data).\textsuperscript{40} Vertical surveillance begins with suspicion, often of a specific target, which leads to monitoring, surveillance, and search warrants.\textsuperscript{41} Vertical collection is purpose-driven: it is about building an investigatory case to confirm or eliminate the suspicion that triggered the monitoring.\textsuperscript{42} Horizontal data collection is radically different in scope and kind from vertical data collection. Horizontal data collection is often initiated without a specific target.\textsuperscript{43} It is suspicionless cybersurveillance, which collects and digitally stores data for real-time or future analysis.\textsuperscript{44} “Bulk” data collection, such as bulk “telephone metadata” collection, is one illustrative method of horizontal data collection.\textsuperscript{45} Some analysts and scholars describe horizontal mass collection as a “‘haystack-before-the-needle’ approach.”\textsuperscript{46} Horizontal data collection methods emphasize collecting as much data as possible to connect the dots for meaningful connections or associations.\textsuperscript{47}

In horizontal cybersurveillance, the goal is to collect as much data as possible for subsequent analysis.\textsuperscript{48} Rob Kitchin explains that data-driven science is “more open to using a hybrid combination of abductive, inductive and deductive approaches to advance the understanding of a phenomenon.”\textsuperscript{49} Big data seeks correlation that can potentially provide predictive results.\textsuperscript{50} In a national security context, big data may be utilized to predict crimes or terrorist attacks before they occur.\textsuperscript{51} The ability to collect nearly unlimited amounts of data enables algorithms that may identify patterns

\textsuperscript{40} See Hu, supra note 36, at 776 nn.2–3, 777 n.4 (discussing the importance of realizing the small and big data surveillance distinctions).

\textsuperscript{41} Id. at 804, 832.

\textsuperscript{42} Id.

\textsuperscript{43} Id. at 832–33.

\textsuperscript{44} Id.

\textsuperscript{45} See Glenn Greenwald, NSA Collecting Phone Records of Millions of Verizon Customers Daily, GUARDIAN (June 5, 2013, 6:05 EDT), http://www.theguardian.com/world/2013/jun/06/nsa-phone-records-verizon-court-order [https://perma.cc/3RSS-D6SK].


\textsuperscript{47} See Hu, supra note 36, at 834–35.

\textsuperscript{48} See id. at 802–05.

\textsuperscript{49} Rob Kitchin, Big Data, New Epistemologies and Paradigm Shifts, 1 BIG DATA & SOC’Y 1, 5 (2014).


and, potentially, crime or terrorism. The differences between vertical and horizontal collection methods, as well as the predictive potential of big data, provide insight into why intelligence communities have implemented and focused on “collect-it-all” programs, as was revealed by the disclosures provided by former National Security Agency (NSA) contractor Edward Snowden. The Snowden revelation demonstrated mass, indiscriminate bulk data collection from individuals without suspicion. One of Snowden’s disclosures contained an NSA slide that described the “collection posture” of the NSA: “‘Collect it All,’ ‘Process it All,’ ‘Exploit it All,’ ‘Partner it All,’ ‘Sniff it All,’ and, ultimately, ‘Know it All.’” Because big data analysis is capable of making broad connections, it motivates increasing data collection—the value of one piece of information is often unknown until it is connected to information that has already been obtained, or that might be obtained in the future.

B. Overview of Horizontal Cybersurveillance

Because of the change in technological capacity with the rise of the Information Society, the vocabulary surrounding surveillance itself has changed. Data surveillance, described as “dataveillance,” refers to monitoring or investigation of individual

---


58 Roger Clarke is generally credited with introducing the term “dataveillance” into academic discourse. See Roger A. Clarke, Information Technology and Dataveillance, 31 COMM. ACM 498, 498–99 (1988); see also Martin Kuhn, Federal Dataveillance: Implications
actions, activities, or communications through the use of information technology. The complete capacities and potential consequences of this “new surveillance” are as yet not fully known. What is understood is that mass dataveillance and cybersurveillance is possible because technology now exists that “datafie[s]” virtually all information. Thus, social life, human activity, and knowledge can be quantified, digitized, retained indefinitely, and analyzed for connections and information. The Snowden disclosures demonstrate why, in constitutional analysis, it is important to understand the differences between small data surveillance and big data cybersurveillance. The Snowden disclosures and other revelations provided evidence of the extent to which the NSA and other agencies are increasingly using mass dataveillance and cybersurveillance tools, in addition to traditional surveillance methods developed in a small data world.

See Clarke, supra note 58, at 499 (describing dataveillance as “the systematic use of personal data systems in the investigation or monitoring of the actions or communications of one or more persons”).

See Lyon, supra note 58, at 87–89.


In intelligence settings, cybersurveillance “collect-it-all” tools can potentially create “digital avatars”—virtual representations of digital selves. “Data self” and “cyber self” are used to describe an individual’s online reputation. “Digital personhood,” as described by scholars, means something entirely different. It describes the process by which “digital dossiers” may be created to construct what has been variously described by scholars as a “data-double,” “data image,” “digital persona,” or “electronic personality and digital self.” These terms are used to explain that in the Information Society, cybersurveillance is not aimed at “complete bodies,” but rather in “fragments of data” that can create a bigger and more complete picture of many individuals and their connections. Another related concept, the “proliferation of networked identities and selves,” refers to preservation of the autonomous individual within the Information Society’s vast infrastructure.

65 See Cole, supra note 56 (“In one remarkable [NSA] slide presented at a 2011 meeting of five nations’ intelligence agencies and revealed here for the first time, the NSA described its ‘collection posture’ as ‘Collect it All,’ ‘Process it All,’ ‘Exploit it All,’ ‘Partner it All,’ ‘Sniff it All’ and, ultimately, ‘Know it All.’”).
66 “The term ‘digital avatar’ is used often in the video gaming context, and most commonly refers to a digitally constructed representation of the computing user or, in some instance, the representation of the user’s alter ego or character.” Hu, supra note 36, at 779 n.11 (citing Hart v. Elec. Arts, Inc., 717 F.3d 141 (3d Cir. 2012)).
68 See Digital Technologies of the Self (Yasmine Abbas & Fred Dervin eds., 2009).
69 See Robert Gordon, The Electronic Personality and Digital Self, 56 DISP. RESOL. J. 8, 14 (2001) (stating how the “digital self” allows one to “become whomever [one] want[s] to be in cyberspace” (emphasis removed)).
72 See id. at 1–2; Daniel J. Solove, Digital Dossiers and the Dissipation of Fourth Amendment Privacy, 75 S. CAL. L. REV. 1083, 1084 (2002).
74 Lyon, supra note 58, at 87 (citing David Lyon, The Electronic Eye: The Rise of Surveillance Society 19 (1994)).
75 See id. at 87–88 (citing Roger Clarke, The Digital Persona and Its Application to Data Surveillance, 10 INFO. SOC’y 77 (1994)).
76 See Gordon, supra note 69, at 14.
77 See Lyon, supra note 58, at 88 (citing Haggerty & Ericson, supra note 73, at 612).
78 For scholarship on this concept, see Margaret Hu, Big Data Blacklisting, 67 FLA. L. REV. 1735, 1754 & n.71 (2015).
One alleged 2010 NSA document from the Snowden materials explained the possible function of digital selves: "'It’s not just the traditional communications we’re after: It’s taking a full-arsenal approach that digitally exploits the clues a target leaves behind in their regular activities on the net to compile biographic and biometric information' that can help ‘implement precision targeting.'" Other information in the Snowden disclosures included discussions of biometric data collection—fingerprints, irises, DNA, and facial recognition technology applied to digital photographs. The “full-arsenal approach” of mass surveillance relies on data science to pinpoint suspicious data and evidence of guilt in digital avatars. These tools are heightened by the use of other cybersurveillance techniques, including sentiment analysis.

C. Horizontal Cybersurveillance Through Sentiment Analysis: Future Trajectory of Big Data National Security Policy

The development of social media, as well as the proliferation of online media and big data tools, has led to technologies that are capable of tracking and identifying sentiment in societies and communities. These tools are valuable in prerecrime ambitions. After the terrorist attacks of September 11, 2001, policy began focusing on “prercime” decision-making, rather than prevention. The capacities of big data

---

80 Id. “While once focused on written and oral communications, the N.S.A. now considers facial images, fingerprints and other identifiers just as important to its mission of tracking suspected terrorists and other intelligence targets, the documents show.” Id.
81 Biometrics is “[t]he science of automatic identification or identity verification of individuals using physiological or behavioral characteristics.” JOHN R. VACCIA, BIOMETRIC TECHNOLOGIES AND VERIFICATION SYSTEMS 589 (2007). For a list of sources exploring the emerging technology of biometrics and discussing its application and potential consequences, see Hu, supra note 36, at 781 n.18.
83 For a careful examination of the legal implications of utilizing targeted killing policies and drone strikes as a crucial element of the United States’ counterterrorism policy, see Hu, supra note 36, at 784 n.27 (citing multiple scholars, including Martin S. Flaherty, Oren Gross, Gregory S. McNeal, Matthew Craig, and Jennifer Daskal, who have thoroughly studied this subject area).
85 See id. at 1093; Ronen Feldman, Techniques and Applications for Sentiment Analysis, 56 COMM. ACM 82, 83–84 (2013) (describing how sentiment analysis works).
86 See Hu, supra note 26, at 122 (stating that “Minority Report–type biometric surveillance systems and prerecrime rationales are now embedded in big data governance ambitions”).
87 Id. at 123.
make predictive analysis possible, thus incentivizing precrime governance programs and increasing the use of mass cybersurveillance technologies.\textsuperscript{88}

Sentiment analysis purports to be a valuable tool in a precrime policing model. Sentiment analysis, also described as “opinion mining,” is described as “the computational study of people’s opinions, attitudes, and emotions toward an entity.”\textsuperscript{89} It can “analyze what a percentage of the population ‘feels’ about something, often by measuring the sentiments embedded in social media posts or by asking a community directly to share its feelings, thoughts, or opinions in a machine-readable way.”\textsuperscript{90} Other tools related to sentiment analysis include geofencing programs that collect public social media postings or track users’ locations for commercial or ideological purposes.\textsuperscript{91} Geofencing creates a “virtual fence” around an identified physical location.\textsuperscript{92} This technology, when paired with social media, could permit sentiment analysis of a given location, as well as tracking and cybersurveillance of activities in the area based on social media activity.\textsuperscript{93} Such tools raise understandable concerns about the problems of individual tracking and the potential for privacy violations, as well as interference with constitutionally protected activities.\textsuperscript{94}

Programs intended to track and analyze population sentiment were in existence long before big data and were utilized in national security and military contexts. During World War II, social scientists tried “to predict national [behavior] as part of wartime operations.”\textsuperscript{95} These studies were intended to “enable American political

\textsuperscript{88} See generally id.

\textsuperscript{89} Medhat et al., \textit{supra} note 84, at 1093.


\textsuperscript{92} Jamie Wong et al., \textit{An Android Geofencing App for Autonomous Remote Switch Control}, 11 INT’L J. COMPUTER & INFO. ENGINEERING 325, 325 (2017).


\textsuperscript{94} See Ozer, \textit{supra} note 91.

\textsuperscript{95} Mark Solovey, \textit{Project Camelot and the 1960s Epistemological Revolution: Rethinking
leaders to control beliefs and attitudes within target populations, both domestic and foreign.”

Much of this research appeared to be targeted towards controlling communist influences in particular regions of the world. Such military research demonstrated “a marked preference for quantitative analysis.”

In the 1960s, the U.S. military sponsored a study of revolutionary processes called “Project Camelot.” Camelot was a project of the Department of Defense, the Defense Science Board, and the U.S. Army; it was planned by the Special Operations Research Office (SORO). Project Camelot’s objectives were to (1) “devise procedures for assessing the potential for internal war within societies,” (2) “identify with increased degrees of confidence those actions which a government might take to relieve conditions which are assessed as giving rise to a potential for internal war,” and (3) “assess the feasibility of prescribing the characteristics of a system for obtaining and using the essential information needed for doing the above two things.” Essentially, Project Camelot attempted to engage in sentiment analysis regarding internal wars, determine how to reduce the tensions in a population, and discern how to make a system that would provide the information needed. Project Camelot was disbanded after rising international and political tensions, but the notion of being able to predict possible crises has never disappeared; it has only increased following September 11.

II. SOCIAL RADAR CASE STUDY: THE FUTURE OF BIG DATA NATIONAL SECURITY POLICY

In 2010, the Air Force published a paper that it described as a “vision document” for a tool it referred to as “Social Radar.” It was inspired by the use of traditional military radar and other detection tools as a means to expand “situational awareness” by

---

96 Id.
97 Id.
98 Id.
99 Id. at 180.
100 Id.
101 Id. at 180–81 (internal quotations omitted).
102 Id. at 186 (“Within the United States, international outcry from abroad triggered a series of communications involving the US ambassador to Chile, the State Department, the military, and the White House, leading in July of 1965 to Camelot’s cancellation.”).
enhancing ordinary human capabilities, such as sight.\(^{106}\) The document explained that these tools, however, “are blind to human adversary attitudes and intentions and often even behaviors toward our messages and activities.”\(^{107}\) It further explained that while military technology is important, “soft power”—the ability “to encourage or motivate behavior”—is highly significant in an increasingly globally connected world.\(^{108}\)

**A. Brief History of Horizontal Cybersurveillance Programs**

The development of big-data horizontal scanning programs facilitated mass cyber-surveillance and big data governance, particularly in the wake of the September 11 attacks.\(^{109}\) For example, a post-9/11 program, Total Information Awareness (TIA), later renamed Terrorism Information Awareness,\(^{110}\) was a “collect it all” surveillance program.\(^{111}\) TIA was a project of the Information Awareness Office, within the Department of Defense’s Defense Advanced Research Projects Agency (DARPA).\(^{112}\) TIA had preventive policing ambitions and endorsed mass data collection to assess and prevent future threats.\(^{113}\) TIA was intended to “integrate advanced collaborative and decision support tools; language translation; and data search, pattern recognition, and privacy protection technologies into an experimental prototype network focused on the problems of countering terrorism through better analysis”\(^{114}\) and decision-making. This program acknowledged human limitations—given the sheer amount of information available for analysis—and instead sought “a much more systematic methodological approach that automates many of the lower level functions that can

\(^{106}\) *Id.* at 2.

\(^{107}\) *Id.*

\(^{108}\) *Id.* at 3.

\(^{109}\) See generally Hu, *supra* note 78.


\(^{111}\) TIA was not referred to as a “Collect It All” program at the time of its conception. See *id.* at 239–49. Rather, this phrase is taken from the Snowden disclosures. See Greenwald, *supra* note 54, at 97 (citing NSA slide from Snowden disclosures titled, “New Collection Posture” and quoting NSA data collection procedure as “Collect it All”).

\(^{112}\) See Nancy Murray, Profiling in the Age of Total Information Awareness, 52 Race & Class 3, 6 (2010).


be done by machines guided by the human users.” TIA, in short, intended to harness the power of big data and algorithms to provide greater efficiency in intelligence and analysis. TIA was officially defunded in late 2003, but experts theorized that the remnants of TIA survived in the NSA, ultimately leading to the types of programs that Edward Snowden revealed in 2013.

Following the Snowden disclosures, bulk data collection became a matter of increasing public concern. The existence of the Foreign Intelligence Surveillance Act (FISA) and the PATRIOT Act were not secrets—they operated pursuant to existing law. Even prior to the Snowden disclosures, people were already expressing concerns about the way in which surveillance had been conducted.

In 2008, the U.S. Department of Defense (DoD) created the “Minerva Research Initiative,” with the intent, in partnership with universities, “to improve DoD’s basic understanding of the social, cultural, behavioral, and political forces that shape regions of the world of strategic importance to the [U.S.].” Minerva engages in broad avenues of “research aimed at improving our basic understanding of security, broadly defined.” One Minerva project is a study managed by the U.S. Air Force Office of Scientific Research that “aims to develop an empirical model of the dynamics of social movement mobilization and contagions.” Aspects of the project include examining recent crises, such as the Arab Spring and protests in Turkey, through “digital traces” on social media. Tracking and analyzing sentiment and how social movements occur is an aspect of sentiment analysis technologies that may provide avenues with which to develop more detailed cybersurveillance of potential threats identified by the national security and intelligence communities.

---

115 Id. at A-2.
116 Id. at A-5.
117 Kessler, supra note 113.
119 See, e.g., Gellman & Poitras, supra note 64 (describing one such instance).
124 Id.
126 Ahmed, supra note 123.
127 Id.
128 See id.
Horizontal scaling and sentiment analysis programs appear in other branches of military research. The Office of Naval Research: Science and Technology (ONR) operates a program called the Human Social Cultural Behavioral Sciences Program (HSCB). According to the ONR, HSCB “is a technology investment area that strives to support decision making and improve tactical warfighter training and mission rehearsal by developing cross-cultural and sociocultural skills, computational social science models and simulations.” The goals of the HSCB is to provide the Navy and Marine Corps with the ability “to identify, anticipate and defeat adaptive irregular threats operating within the physical, cyber and sociocultural domains.” Within the context of the DoD, the HSCB program has been described as a tool to serve intelligence ends. According to the DoD, it is intended to provide the military “with the knowledge and tools to understand the dynamics of regional populations through the development of data collection and analysis methods, computational social science models and sociocultural training methods and tools.” HSCB, like other horizontal scanning programs, relies on big data “to develop, implement, and demonstrate forecasting and predictive models of human behavior for both analytic application and warfighter training.”

In addition to domestic horizontal scanning and cybersurveillance, the United States’ cybersurveillance technology and philosophies have been exported. Singapore appears to have adopted a TIA-like program in the form of its Risk Assessment and Horizon Scanning (RAHS) program. One of the consultants to RAHS, retired Navy Vice Admiral and former National Security Advisor John M. Poindexter, led TIA during its brief existence. In an article for Foreign Policy detailing RAHS, Shane Harris explains that “Singapore is testing whether mass surveillance and big data can not only protect national security, but actually engineer a more harmonious society.” RAHS is a national defense program rooted in cybersurveillance tools. Because RAHS appears to be TIA-inspired, and uses big data to strengthen national defense, it is unsurprising that the U.S. intelligence community has taken notice of
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the Singapore model. RAHS demonstrates a troubling future for big data cyber-surveillance as more than just a tool of national security. RAHS appears to trace the path of the National Surveillance State: an administrative state that increasingly facilitates bureaucratized cyber-surveillance. RAHS’s horizontal scanning capabilities are used for a multitude of functions: budgeting, economics, policymaking, and education plans, as well as broad sentiment analysis of the population.

Horizontal cyber-surveillance programs such as Social Radar, TIA, and RAHS signal how the National Surveillance State may be in the process of transforming into a National Cybersurveillance State. Horizontal scanning and geofencing tools have been utilized by U.S. law enforcement agencies, and the long-term impact of such cybersurveillance, as well as its constitutional implications, are as yet unknown.

B. Basic Mechanics of Social Radar

Social Radar aims to engage in sentiment analysis, as well as to provide geographic and social tracking. Thus, Social Radar would permit a more active and targeted engagement with the population under analysis. It would rely on data “to sense, if not forecast, a broad spectrum of phenomena (e.g., political, economic, social, environmental, health) and potentially forecast changing trends in population perceptions and behaviors.” Social Radar also was intended to provide a way to determine how individuals within the population would interact. Such a tool would also be useful in counterinsurgency operations to track sentiment in the population and to determine the effectiveness or ineffectiveness of such actions.

Social Radar appears to necessarily implicate big data tools: global, real-time data acquisition; capacity to process multiple forms of media; comprehending, recognizing, and understanding speech, images and video; automated and continuous communication analysis; geolocational analyses of social media platforms; and capacity to identify and track individual or group connections. Social Radar would
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appear to operate as a suspicionless form of surveillance—it would use “sources and methods that do not require active polling or engagement,” and it would utilize anonymous collection methods to “help[] mitigate bias that is inevitable when the person/population is aware of the data collection.”

The “architecture” behind Social Radar includes the potential sources of information, such as military, legal, political, economic, social, health, and environmental data. Uses for Social Radar include: communication, counterinsurgency, and humanitarian methods.

C. Current Status of Social Radar and Social Radar-Type Programs

Social Radar is under development by MITRE. Another MITRE paper, published in 2012, explains that Social Radar would be useful “to understand, track, anticipate the effects of, or react effectively to the kinds of communication that feed large scale uprisings, or to understand and exploit the relationship between non-kinetic messaging and nation-state stability.” This paper noted the relationship between social media use and civil unrest in the Arab Spring, and pointed out that the communications on social media “play a very important part in building the networks that enable violent extremism, developing the strategies, tactics, and actions of violent extremist organizations, and determining the impact they have on adversaries and general populations.” Effective “[S]ocial [R]adar depends on continuous access to global data on general population perceptions, attitudes, opinions, sentiments, and behaviors.” The 2012 paper poses a number of questions that are essential to reach the ideal goals of Social Radar, including using mobile devices and crowd sourcing to “collect and process relevant social media and Internet data,” and processing and analyzing data “at a global scale.” Sentiment analysis in Social Radar would need to include the ability to quickly determine public opinion, whether social media could be predictive, and determine how ideas, messages, and sentiment spread.
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Another paper, *Social Radar Workflows, Dashboards, and Environments*,\(^{157}\) deploys Social Radar to analyze, using Twitter access,\(^{158}\) the 2011 United Kingdom riots and election protests.\(^{159}\) Per the paper, Social Radar search tools include “Global Instability Hotspotting,” “Sentiment Analysis,” “Sensitive Instability Detectors and Emotion Analyses for Twitter,” “Emotion Graphing,” “Comment Filtering,” “Topic Clouds,” and “Course of Action Models.”\(^{160}\) According to this document, “[a] significant portion of the Social Radar data falls into the big data category, as it is composed of billions of small text messages.”\(^{161}\) The authors also note the potential uses for Social Radar in stability operations outside the United States,\(^{162}\) counterinsurgency,\(^{163}\) peacekeeping operations,\(^{164}\) foreign internal defense,\(^{165}\) foreign humanitarian assistance,\(^{166}\) and combating weapons of mass destruction.\(^{167}\)

MITRE currently offers Social Radar Technologies for licensing.\(^{168}\) According to MITRE, Social Radar “allow[s] analysts to detect, track, and understand social change in information-dense environments faster than humans alone are typically able.”\(^{169}\) Social Radar tools can process sources of information, such as news, tweets, and blogs for sentiment analysis, identifying influence developing “short-term forecasts, and support[ing] option analysis and decision making.”\(^{170}\)
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that Social Radar tools can determine and measure sentiment; identify changes in sentiment; identify (1) key influencers, (2) who is engaged in the discussion, and (3) demographics of participants; determine which groups and organizations are manipulating social media and measure their influence; and evaluate courses of action for possible outcomes and effectiveness of actions.\footnote{See id.}

In 2015, MITRE “licensed its social analytics technologies to AtrocityWatch, a [non-]profit [organization] that uses big data to predict and prevent global atrocities.”\footnote{Press Release, MITRE Corp., MITRE Licenses Social Radar Technology to AtrocityWatch (May 13, 2015), https://www.mitre.org/news/press-releases/mitre-licenses-social-radar-technology-to-atrocitywatch [https://perma.cc/BE6P-P457].} AtrocityWatch is intending to use the technology to help “detect[ ] early warning signs of major events, such as genocide and war crimes, through crowd sourcing and data analytics.”\footnote{Id.} Tools such as Social Radar may indeed be useful in tracking sentiment to prevent atrocity and violence. For example, during the 1994 Rwanda Genocide, increasingly violent propaganda was used to motivate Hutus to kill Tutsis.\footnote{See, e.g., David Yanagizawa-Drott, Propaganda and Conflict: Evidence from the Rwandan Genocide, 129 Q.J. ECON. 1947 (2014).} Horizontal scanning sentiment analysis tools, however, also present the potential for abuse by military, intelligence, or law enforcement agencies. Because they often rely on publicly available data,\footnote{See Elizabeth E. Joh, The New Surveillance Discretion: Automated Suspicion, Big Data, and Policing, 10 HARV. L. & POL’Y REV. 15, 33–38 (2016).} it is possible that such tools may not fall within the protections of the Fourth Amendment. However, the mass cybersurveillance of public opinion and ideas does raise both Fourth Amendment and First Amendment concerns.

CONCLUSION

Social Radar and other horizontal cybersurveillance technologies often rely on digital information that is made public or can be acquired through other means. Under the current Fourth Amendment jurisprudence, digitized data available at the government’s disposal for analysis and preemptive decision-making may not be considered private. The question now posed by the challenges of horizontal cybersurveillance is whether indiscriminate mass surveillance that is population-wide is reasonable or consistent with constitutional values.

Specifically, the need to further intertwine the protections of both the First and Fourth Amendments is becoming more urgent. Emerging techniques of governing and policing are increasingly anchored in cybersurveillance technologies.\footnote{See Paul Ohm, Electronic Surveillance Law and the Intra-Agency Separation of Powers, 47 U.S.F. L. REV. 269 (2012) (detailing how the U.S. is becoming a surveillance society).} These technologies feed upon developments in big data, the Information Society, the Internet...
of Things, and the Digital Economy. Social, political, and economic transformations track technological transformations.177

The new challenge is to determine what the constitutional response must be when the danger presented is constant surveillance and digital assessment. What if the threat is not to be silenced, detained, incarcerated? In a big data world, the threat flows from digital watchlisting, indiscriminate suspicionless cybersurveillance, data-basing, and algorithmic decision-making. The consequences of these threats are not just physical harms, but threats to free agency and natural rights. The byproduct of surveillance is a chilling effect to associational and expressive freedoms—in short, the loss of privacy that makes free thought and speech possible. The First and Fourth Amendments are, as the Supreme Court has acknowledged, intertwined,178 thus a threat to one in the National Surveillance State may be a threat to the other. It is increasingly difficult to disentangle which rights are being infringed upon by horizontal cybersurveillance and data-driven policing practices.

In the past, surveillance arose in the context of criminal investigation and national domestic or foreign intelligence gathering. Now surveillance exists merely for the sake of surveillance—because the technological capacity exists. To preserve the fundamental democratic freedoms at the core of our Constitution, it is necessary to examine the relationship between the First and Fourth Amendments in light of modern cybersurveillance practices and to consider how that relationship may be used to guard against suspicionless intrusions.
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